KU LEUVEN

A deep reinforcement learning
approach for synchronized multi-
modal replenishment

joren.gijsbrechts@kuleuven.be
robert.boute@kuleuven.be




Problem Statement

Multimodal replenishment as a dual sourcing problem

Multimodal Replenishment

Fast Mode (High Cost, Short Lead Time)
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Slow Mode (Low Cost, Long Lead Time)

omplexity
Intractable for large lead times due to pipeline inventory vector
Optimal solutions found for specific circumstances
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Additional challenges:
A Service schedule of transport modes
A Production Schedule




State of the art

Heuristic policies group parts of pipeline inventory vector

A Complexity arises from pipeline inventory vector
A State-of-the-art heuristic policies hence use:

o 1 or 2 inventory positions

o 1 or 2 order up-to levels

Pipeline Inventor On-hand
Number of periods before pipeline inventory arrives: inventory
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State of the art

Heuristic policies work around complexity

Single Index
(1 inventory position)

Tailored Base Single Index
Surge Policy Dual Base
Single Base Dual Base
(1 order up-to (2 order up-to
level) (Capped) levels)
Dual Index
Dual Base
Dual Index

(2 inventory positions)




Motivation
Can Atrtificial Intelligence be used to solve the dual sourcing problem?

"l would say, a lot of the value that we're getting from machine learning is
actually happening kind of beneath the surface. It is things like improved
search results, improved product recommendations for customers, improved
forecasting for inventory management, and literally hundreds of other things
beneath the surface," Bezos said.




Machine Learning Overview

Machine
Learning

Supervised

Learning

Classification on labeled data:
Recognizing cats/dogs/persons on
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Unsupervised
Learning

Clustering unlabeled data:
Customer segmentation, music style

segmentation
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Reinforcement

Learning

Learn policies based on experience and
feedback from the environment
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environment
from state s, take action a

get reward R, new state s*
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JOHN N. TSITSIKLIS Solving the Curses of Dimensionality
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Contribution

A Smart algorithm learns itself a replenishment policy based
on full pipeline inventory vector

A Suitable for complex settings
o Non-linear ordering cost

o Include ordering/delivery/production schedules
A E.g. non-daily train/boat schedule

A First application of deep reinforcement learning in dual
sourcing
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Methodology

A Problem modeled as a Markov Decision Process (S,A,R(s,a), 9 )
A State space (S) = Inventory Vector + Day of week

S:[[(U) J o (L) D]:

A Action space (A) = Ordering Vector (Fast + Slow)
A = [af{f) a,(s)] ;

A Rewards (R(s,a)) = Reward realization (ordering + inventory cost)
r(spai) = a4 a” + R+ BIENT + Zp -
A 2 = discount factor

A Objective: minimize future discounted costs
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Methodology

A Dynamic Programming intractable C Approximate Dynamic Programming
A Reinforcement Learning i Q-learning
Qt+1(st,ar) = Qi(se,ae) + a(repr + m(?XQt(St—I—la a) — Q(st, at))

Action (a) New state (St1)

Environment

A Q-learning slow for large state space C Deep Q-learning

0 In put State S e e hidden layer 1 hidden layer 2 hidden layer 3
o Output: Q-value for each action '




Methodology

A Asynchronous Advantage Actor-Critic (A3C)
o Actor develops policy Global Network
o Critic evaluates policy

Input (s)
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Hyperparameter Tuning

A Grid Search
A Random Search
A Bayesian Optimization
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Results

Deep Q-Learning algorithm learnsitselfa 0 s meplenishinent policy
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Figure 1: Cost performance during training




State: Inventory Pipeline
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State: Inventory Pipeline

10
9
8
7
6
5
wn 4
£
g 3
2
o [ EEENR EEn
-1
2
-3
-4
-5
01 2 3 456 7 8 91011121314
Periods to arrive
Action: Fast/Express Action: Slow/Remote
1 1
0.8 0.8
> >
206 206
o o
© ©
o] o]
© 0.4 © 04
o o
0.2 0.2
0
01 2 3 4 5 012345678910

Units ordered Units ordered







